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Abstract

In modeling a fuzzy system with fuzzy linear functions, the vagueness of the fuzzy output data may be caused by both
the inde�niteness of model parameters and the vagueness of the input data. This situation occurs as the input data are
envisaged as facts or events of an observation which are uncontrollable or uninuenced by the observer rather than as
the controllable levels of factors in an experiment. In this research, we concentrate on such a situation and refer to it
as a generalized fuzzy linear function. Using this generalized fuzzy linear function, a generalized fuzzy regression model
is formulated. A nonlinear programming model is proposed to identify the fuzzy parameters and their vagueness for the
generalized regression model. A manpower forecasting problem is used to demonstrate the use of the proposed model.
c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

When human judgments are involved with a system or the data obtained from the system is scarce or
insu�ciently precise, the vagueness of such a system considered must be dealt with in the system modeling.
The fuzzy regression model developed by Tanaka et al. [10,11] using fuzzy parameters has been applied
to modeling systems involving vague or imprecise phenomena. As one example, Heshmaty and Kandel [3]
applied fuzzy regression to forecast the computer sales in the United States in an uncertain environment.
In addition, other researchers have devoted their e�orts to improve the application capability of this fuzzy
regression methodology. In this direction, Moskowitz and Kim [9] studied the relationship among the H
value, membership function shape, and the spreads of fuzzy parameters in fuzzy linear regression models,
also developing a systematic approach to assess the proper H parameter values. Kim et al. [5] and Kim
and Chen [6] made a comparison of fuzzy and nonparametric linear regression and concluded that when the
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size of a data set is small, error terms have small variability, and the relationships among variables are not
well speci�ed, fuzzy linear regression outperforms nonparametric linear regression with respect to descrip-
tive capability which is concerned with how close the estimated model parameters are to the true parameter
values. Although the fuzzy regression models assume that the residuals depend on the inde�niteness of the
model parameters that contracts the conventional least squares considered it to be measurement errors. From
the view point of the system of relationship between input and output data sets, the deviations between the
estimated and the observed values of output data may be caused not only by the vagueness of the parameters
of the model, but also by the vagueness of the input data. This situation may occur when the input data
are envisaged as facts or events of an observation which are uncontrollable or uninuenced by the observer
rather than as the controllable levels of factors in an experiment. In this research, we concentrated on a
fuzzy linear regression model that assumes the residuals are caused by the vagueness, both of the param-
eters of the model and of the input data simultaneously. In the next section, the original de�nition of the
fuzzy regression by Tanaka [10] is described again for reading convenience. In Section 3, the membership
function is conducted for the generalized fuzzy linear model that we are considering. In Section 4, a man-
power forecasting example is proposed as an illustration of the generalized model. Finally, Section 5 is a
conclusion.

2. The fuzzy linear model

First of all, we assume that a fuzzy phenomenon can be presented as a fuzzy system of equations which,
in turn, can be described by the fuzzy function Ỹ = �̃1X1⊕ �̃2X2⊕ · · ·⊕ �̃nXn, in which the fuzzy parameters
�̃j with membership functions are as follows:

U�̃j (�j)=




1
bj − aj (�j − aj); aj6�j6bj;

1
bj − cj (�j − cj); bj6�j6cj;

0 otherwise:

(1)

Then the membership function of the fuzzy linear model can be obtained from the following proposition.

Proposition 1. Given fuzzy parameters �̃j with membership functions as function (1), the membership func-
tion of the fuzzy linear function Ỹ = �̃1X1⊕ �̃2X2⊕ · · ·⊕ �̃nXn is obtained as the following:

UỸ (y)=




1
C3 − C1 (y − C3); C16y6C3;

1
C3 − C2 (y − C2); C36y6C2;

0 otherwise;

(2)

in which C1 =
∑n

j=1 ajxj, C2 =
∑n

j=1 cjxj, C3 =
∑n

j=1 bjxj.

Proof. By the extension principle of fuzzy sets [12,13] and the de�nition of the triangular fuzzy number [2],
a triangular fuzzy number multiplied by a positive real number is still a triangular fuzzy number. For example,
if a triangular fuzzy number Ã

′
=(a; b; c) then Ã= Ã

′ ⊗ x=(ax; bx; cx). Another extension principle is that
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the summation of triangular fuzzy numbers is also a triangular fuzzy number. For example, if Ã=(a; b; c) and
B̃=(d; e; f) then C̃ = Ã⊕ B̃=(a+ d; b+ e; c+f). By the two extension principles, the membership function
of the fuzzy linear function is available.

From Proposition 1, the fuzzy linear regression model Y ∗= �∗1X1⊕ �∗2X2⊕ · · ·⊕�∗n Xn can be conceived as
summation of the triangular fuzzy numbers multiplied by positive real numbers. In a fuzzy linear regression
model, the bases of the triangular membership function of the fuzzy parameters are usually assumed to have
the same spread width at both sides of their center values, such that bj = �j, aj = bj − lj, cj = bj + lj, where �j
is the center value of �∗j , and lj is the spread width of parameter �

∗
j . Consequently, the membership function

of �∗j is as follows:

U�∗j (�j)=




1 +
1
lj
(�j − �j); �j − lj6�j6�j;

1− 1
lj
(�j − �j); �j6�j6�j + lj;

0 otherwise:

(3)

By Proposition 1, the membership function of the fuzzy linear regression function Y ∗= �∗1X1⊕ �∗2X2⊕ · · ·
⊕ �∗n Xn will be

UY∗(y)=




1 +
1∑n

j=1 ljxj


y −

n∑
j=1

�jxj


 ; C16y6C3;

1− 1∑n
j=1 ljxj


y −

n∑
j=1

�jxj


 ; C36y6C2;

0 otherwise;

(4)

in which C1 =
∑n

j=1(�j − lj)xj; C2 =
∑n

j=1(�j + lj)xj; C3 =
∑n

j=1 �jxj.
The membership function of the output data y also should have the same special form of the previous

fuzzy parameters such as

UY (y)=




1 +
1
w
(y − q); q− w6y6q;

1− 1
w
(y − q); q6y6q+ w;

0 otherwise;

(5)

where q and w represent the center value and spread width of y, respectively. The degree of the �tting of
the estimated fuzzy linear regression model Y ∗= �∗1X1⊕ �∗2X2⊕ · · ·⊕�∗n Xn to the given data set Y =(q; w)
is measured by the following index �h which maximizes h subject to Y h⊂Y ∗h, where Y h= {y|UY (y)¿h},
Y ∗h= {y|UY∗(y)¿h}, which are h-level sets. This index �h is illustrated in Fig. 1. This degree of the �tting
of the fuzzy regression model to the data set Y =(q; w) is de�ned by minimizing �h for each element of this
data in set Y =(q; w). The vagueness of the fuzzy regression model Y ∗= �∗1X1⊕ �∗2X2⊕ · · ·⊕�∗n Xn is de�ned
by V =

∑n
j=1 lj. The problem is explained as obtaining fuzzy parameters �∗ which minimize V subject to
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Fig. 1. Degree of �tting of y∗ to a given fuzzy data y.

�h¿H for all data in Y =(q; w), where H is chosen as the degree of the �tting of the fuzzy linear model by
the decision maker. The following linear programming problem expresses the above situation:

min
�j ; lj

V = l1 + l2 + · · ·+ ln

s:t:
n∑
j=1

�jxj + (1− H)
n∑
j=1

ljxj¿q+ (1− H)w; q6C3;

−
n∑
j=1

�jxj + (1− H)
n∑
j=1

ljxj¿− q+ (1− H)w; q¿C3;

lj¿0 for j=1; : : : ; n;

w¿0;

the set of constraints must hold for every data y in set Y =(q; w).

3. The fuzzy linear model with fuzzy input and output data

In the previous section, we discussed the original fuzzy linear function which assumes the deviation of
the output data between its observed value and estimated value is only caused by the inde�niteness of the
model parameters. This interpretation can be extended if the fuzzy linear function represents the relationship
between the input data and output data. From this point of view, the vagueness of the output data may be
caused not only by the inde�niteness of the model parameters but also by the vagueness of the input data.
In this section, the general situation of the fuzzy linear function is discussed. Suppose the input data Xj is a
fuzzy number with the relationship function as following:

UXj(xj)∼=




1
ej − dj (xj − dj); dj6xj6ej;

1
ej − fj (xj − fj); ej6xj6fj;

0 otherwise:

(6)
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The membership function for the generalized fuzzy linear function Ỹ = �̃1X1⊕ �̃2X2⊕ · · ·⊕ �̃nXn is obtained
from the following Proposition 2,

Proposition 2. Given fuzzy parameters �̃j with membership functions as function (1) and fuzzy input data Xj
with membership function as function (6), the membership function of the generalized fuzzy linear function
Ỹ = �̃1X1⊕ �̃2X2⊕ · · ·⊕ �̃nXn is obtained as the following:

UỸ (y)∼=




−B1
2A1

+

[(
B1
2A1

)2
− C1 − y

A1

]1=2
; C16y6C3;

B2
2A2

−
[(

B2
2A2

)2
− C2 − y

A2

]1=2
; C36y6C2;

0 otherwise

(7)

in which,

A1 =
n∑
j=1

(bj − aj)(ej − dj); A2 =
n∑
j=1

(cj − bj)(fj − ej);

B1 =
n∑
j=1

(aj(ej − dj) + dj(bj − aj)); B2 =
n∑
j=1

(cj(fj − ej) + fj(cj − bj));

C1 =
n∑
j=1

ajdj; C2 =
n∑
j=1

cjfj; C3 =
n∑
j=1

bjej:

Proof. From the relationship functions of the fuzzy number �̃j and Xj, the �-cut interval sets for the two
fuzzy numbers are �̃�j = [aj+�(bj−aj); cj+�(bj− cj)] and X �j = [dj+�(ej−dj); fj+�(ej−fj)], respectively.
By the extension principle of fuzzy sets, the multiplication of two �-cut interval sets causes a �-cut interval
set as Z�j = �̃

�
j ∗X �j = {[aj+�(bj−aj)] ∗ [dj+�(ej−dj)]; [cj+�(bj− cj)] ∗ [fj+�(ej−fj)]}. The membership

function of the fuzzy number Z�j is facile.

Although the membership function of Z�j is obtained from Proposition 2, it is not again a triangular fuzzy
number. Hence, the summation of the n fuzzy number derived a fuzzy number with the approximated rela-
tionship function as function (7) above. Fig. 2 describes the shape of the approximated function.
The membership function of the output data y is also supposed to have the same special form of triangular

described as function (5) in Section 2 above. The degree of the �tting of the estimated generalized fuzzy
linear regression model Y ∗= �∗1X

∗
1 ⊕ �∗2X ∗

2 ⊕ · · ·⊕�∗n X ∗
n to the given data set Y =(q; w) is measured, as the

same as the linear regression model in Section 2, by the index �h which maximizes h subject to Y h⊂Y ∗h,
where Y h= {y|UY (y)¿h}, Y ∗h= {y|UY∗(y)¿h}. This index �h is illustrated in Fig. 3.
The degree of the �tting of the fuzzy regression model to the data set Y =(q; w) is de�ned by minimizing �h

for each of this data in set Y =(q; w). The vagueness of the fuzzy regression model Y ∗= �∗1X
∗
1 ⊕ �∗2X ∗

2 ⊕ · · ·
⊕ �∗n X ∗

n is de�ned by V =
∑n

j=1 lj. The problem is explained as obtaining fuzzy parameters �∗ which mini-
mizes V subject to �h¿H for all data in Y =(q; w), where H is chosen as the degree of the �tting of the fuzzy
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Fig. 2. Shape of the approximated membership Function 7. Fig. 3. Degree of �tting of y∗ to given fuzzy data y.

linear model by the decision maker. The above situation is expressed by the following nonlinear programming
problem:

min
�j ; lj

V = l1 + l2 + · · ·+ ln

s:t:

h=
1
w


−

(
wB1
2A1

− p− w2

2A1

)
+

((
wB1
2A1

− p− w2

2A1

)2
−
(
p2 − wpB1

A1
+
w2C1
A1

))1=2
− p


¿H

if q6C3;

in which w= q− p; and

h= − 1
w


−

(
r − wB2

2A2
+
w2

2A2

)
+

((
r − wB2

2A2
+
w2

2A2

)2
−
(
r2 − wrB2

A2
+
w2C2
A2

))1=2
− r

¿H

if q¿C3;

in which w= r − q:

The set of constraints must hold for every data y in set Y =(q; w).
For simplicity, in practice the approximation formula UY∗(y)∼=(C1; C3; C2) that represents triangular fuzzy

number can be used. The above equation can be simpli�ed as follows (see Fig. 4):

min
�j ; lj

V = l1 + l2 + · · ·+ ln

s:t: h=
1

C3 − C1

(
C1(q− p)− p(C3 − C1)
(q− p) + (C3 − C1) − C1

)
¿H if q¡C3;

h=
1

C3 − C2

(
C2(q− r)− r(C3 − C2)
(q− r)− (C3 − C2) − C2

)
¿H if q¿C3:
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Fig. 4. Degree of �tting of y∗ to given fuzzy data y for the simpli�ed regression model.

4. Manpower forecasting problem

Most businesses and government agencies are engaged in some form of manpower forecasting, indicating
that to forecast the future demand for manpower is one important area of manpower policy for individual
enterprises and government. Although the aggregate demand of an entire industry is essentially the sum of
the demands of individual �rms, it is hardly possible to acquire the demand of every �rm. One method is to
study a sample of �rms and make inferences to the whole population. However, consideration must be given
to two major sources which inuence the variance of the sample, making the forecasts unreliable. One factor
is that most registered �rms are considered as small businesses (in Taiwan, ROC approximately 98%) which
will not last very long. Statistics indicate that in Taiwan, approximately 62% of these �rms will close within
�ve years operation (Medium and Small Business Consulting Center [1]). The other factor is that, due to
the large number of �rms, only a small portion can be investigated. In addition to the above two sources of
variance of sample, the demand for manpower is typically concentrated in very large companies. To deal with
these factors, Kao and Lee [4] proposed the idea of sampling from the more important companies to acquire
reliable data than making suitable extrapolations to the less important small companies and using regression
analysis by selecting approximate explanatory variables to make forecasts.
In this research, the method of Kao and Lee [4] is followed. A sample of 100 �rms of the top 1000

�rms according to their sales volume in Taiwan is extracted. To ensure that the correct data is obtained for
analysis, site visits to the �rms were undertaken. Each �rm investigated is requested to provide the number
of employees in the areas of industrial engineering and management (IE&M) planned to be hired in 1998.
Table 1 shows the pro�le of the sample 100 �rms, grouping the �rms into the classes by size, there are 12
�rms of the top 100 �rms, and 7; 11; 8; 14; 11; 10; 11; 8 and 8 �rms are in the subsequent classes of 100 �rms,
respectively. The means and variances for the ranks and IE&M employees planned to be hired corresponding
to the classed �rms in the sample are described in Table 1, too. These two values indicate that both of
the employees with IE&M profession and ranks are variable with some percentage of vagueness. It can be
seen, from Table 1 that there is a clear descending trend along the rank-classes in an average sense. Most
of the employees in IE&M profession are needed in the 100 largest �rms and its variance is relatively large
compared to the other smaller �rms. Fig. 5 also depicts this relationship in an exponential form. Consequently,
we assume the fuzzy regression model is Y = �1X �2 , in which, variables Y and X represent the number of
IE&M employees planned to be hired and the rank of the �rm, respectively. After implementing the natural
log operation on both sides of the regression model, the equation ln(Y + 1)= ln(�1) + �2 ln(X ) is derived.
The reason for using Y +1 instead of Y in the previous model is because some original data for Y are zero,
and adding 1 to the original data Y make the logarithm operations meaningful. According to the property
of the collected data set, the generalized fuzzy linear model is applied to identify the regression line. After
transforming the original data to natural log form, the mean and one standard deviation value of the data are
taken as the central and spread range values of variables ln(Y ) and ln(X ), respectively. The decision maker
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Table 1
The pro�le for the 100 observations in the 1000 largest companies

Rank Number Mean Standard error Mean of Standard error
of �rms of the ranks of the ranks IE&M employees of IE&M employees

1–100 12 52.83 26.66 6.83 4.53
101–200 7 140.00 31.15 2.14 0.90
201–300 11 255.73 34.61 1.18 0.60
201–400 8 370.50 24.56 0.88 0.64
401–500 14 450.36 26.71 0.71 0.73
501–600 11 561.09 29.95 0.27 0.47
601–700 10 633.10 21.58 0.70 0.67
701–800 11 741.45 22.54 0.27 0.47
801–900 8 848.00 22.27 0.50 0.53
901–1000 8 969.75 19.54 0.50 0.53

Fig. 5. The relationship between the IE employees and rank of the �rms.

Table 2
Center values and spread widths for the fuzzy parameters

Fuzzy parameters ln(�1) �2

Center 4.713379 −0.605585
Width 0.0 3.207107

parameter H is adopted as value 0.5. A generalized reduced gradient algorithm [8], which has been found
[7] to be an e�cient method, is applied to solve the non-linear programming problem presented in Section 3.
Finally, the central and spread ranges of the parameters ln(�1) are 4.713379 and 0.0, of �2 are −0.605585
and 3.207107, respectively. All of these are described in Table 2. We then substitute the central value of the
above parameters into the original exponential model and integrate the area de�ned by the regression line, the
y-axis and the x-axis. The estimated total manpower demand for profession of IE&M is identi�ed as 3162
persons, which is obtained by calculating the following integration:

∫
X [e

4:713379−0:605585 ln(X ) − 1] dX .
The regression line approximately intersects the x-axis when the rank reaches 1228, indicating that the

manpower demand for IE&M employees in the �rms with ranks larger than 1228 are negligible.
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5. Conclusion

In this research, a generalized fuzzy linear function is discussed. Considering a fuzzy linear function as a
model for the fuzzy structure of a system, a fuzzy linear regression function analysis is formulated. From
this point of view, the vagueness of the output data is caused not only by the inde�niteness of the model
parameters, but also by the vagueness of the input data. This is in distinction to the conventional regression
model which always assumes that the deviation of the dependent variables from their estimated value to
their observed values is caused only by the measurement error and regards the independent variables as being
controllable. During the implementation of this approach, such as in the above manpower forecasting example,
no assumption such as the normality of the distribution of error terms in the conventional regression analysis
are made. Consequently, the robustness of the generalized fuzzy linear model is apparent.
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